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Résumé. We propose an efficient distributed algorithm for solving regu-
larized learning problems. In a distributed framework with a master ma-
chine coordinating the computations of many slave machines, our proximal-
gradient algorithm allows local computations and sparse communications
from slaves to master. Furthermore, with the ¢;-regularizer, our approach
automatically identifies the support of the solution, leading to sparse com-
munications from master to slaves, with near-optimal support. We thus
obtain an algorithm with two-way sparse communications.
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Learning problem with data on different machines

We consider the following learning optimization problem with composite objective

M
min F(z) := mi fi(z) + Ar(x).
iy Fl)s= 3 mifia) + (o)
with 7; the proportion n;/n of data locally stored at machine i, and f;(z) = = >jes; bi(z)
the local empirical risk at machine 7. We consider that the machines, also referred to as slaves,
perform computations separately and communicate with a master machine.

Existing methods: synchronous vs asynchronous

Most of the methods for solving the above problem are synchronous, which means that
master waits for an update from all slaves and only then make update on it. In this case, the
popular stochastic first-order algorithms are methods of choice to solve the problem (stochastic
dual coordinate ascent (SDCA)|8|, stochastic average gradient (SAG)[7], stochastic variance-
reduce gradient (SVRG)[5] and SAGA [3]|) But the synchronous aspect is clearly the bottleneck
in this situation where asynchronous methods are expected to show better numerical efficiency.
In asynchronous methods, the slaves perform computations based on outdated versions of the
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main variable, and the master has to gather the slaves inputs into a productive update. Some
of the previous stochastic algorithms admit asynchronous counterpart, such that SVRG algo-
rithm [6], ASAGA [4], and the asynchronous parallel optimization algorithm [2]. A significant
advantage of last one is a guarantee of sparse communications between slaves and master.

Our approach: random algorithm with support identification

The idea behind our distributed proximal-gradient algorithm is that each agent indepen-
dently computes a gradient step using its local subset of the data on a randomly drawn subset
of coordinates. The master machines keeps track of the weighted average of the most recent
values of the agents outputs, computes the proximity operator of the regularizer at this average
point and sends this value back to the updating slave.

Thus the master machine does not perform a iteration from the most recent main variable,
but rather from a combination of the past main variables associated with the agents inputs.
This may appear conservative but it actually performs not worse in theory (as we prove linear
convergence in the strongly convex case) and much better in practice (due to the stability of
the produced iterations).

We also show that the algorithm identifies the final sparsity pattern in the case of ;-
regularization. This enables us to propose an enhanced algorithm where the current iterates
sparsity is used to select the coordinates to be computed, leading to an automatic adaptation
to eventual sparsity.
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