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Résumé. In a Markov Decision Process (MDP), at each stage, knowing the
current state, the decision-maker chooses an action, and receives a reward
depending on the current state of the world. Then a new state is randomly
drawn from a distribution depending on the action and on the past state.
Many optimal payoffs concepts have been introduced to analyze the strate-
gic aspects of MDPs with long duration: asymptotic value, uniform value,
liminf average payoff criterion, limsup average payoff criterion... We pro-
vide sufficient conditions under which these concepts coincide completing
previous results of Renault and Venel [4] and Venel and Zilioto [6].
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The standard model of Markov Decision Process (or Controlled Markov chain) was introduced
by Bellman [2] and has been extensively studied since then. In this model, at the beginning
of every stage, a decision-maker perfectly observes the current state, and chooses an action
accordingly, possibly randomly. The current state and the selected action determine a stage
payoff and the law of the next state.

There are two standard ways to aggregate the stream of payoffs. Given a strictly positive
integer n, in the n-stage MDP, the total payoff is the Cesaro mean n~! > 1 gm, where g,
is the payoff at stage m. Given A\ € (0, 1], in the A-discounted MDP, the total payoff is the
A-discounted sum XY o (1 — A)™ lg,,. The maximum expected payoff that the decision-
maker can obtain in the n-stage problem (resp. A-discounted problem) is denoted by v,, (resp.

?))\).

A huge part of the literature investigates long-term MDPs, that is, MDPs which are repeated
a large number of times. It can be done following several approaches. The first approach is
to determine whether (v,) and (v)) converge when n goes to infinity and A goes to 0, and
whether the two limits coincide. When this is the case, the MDP is said to have an asymptotic
value.

A second approach is to define the payoff in the infinite problem as the inferior limit of the
expectation of n~! > 1 gm- In the literature, this is referred as the long-run average payoff
criterion (AP criterion, see Arapostathis et al. [1] for a review of the subject). When the
asymptotic value exists and coincides with the value in behavior (resp. pure) strategies of the
infinite problem, the MDP is said to have a uniform value in behavior (resp. pure) strategies.
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A third approach is to define the payoff in the infinite problem as being the expectation of
liminf, 400 n ™t >0 | gm as studied in Gillette [3]. The decision maker is particularly pes-
simistic when he aggregates the payoff. Opposite to this case, one can look at the game where
the payoff in the infinite problem is the expectation of limsup,, nt > 1 9m and more
generally have evaluation which depends on the strategy of the decision maker.

Renault [4] showed the existence of the uniform value for MDP with compact set of states.
Renault and Venel [5] showed that the uniform value in this case has more properties since
the same strategy is good for not only Cesaro Means and Abel means but for other mean
evaluation. In a previous work, Venel and Ziliotto [6] then showed that the liminf value also
coincides with the uniform value when the set of states and the set of actions are compact.
In this paper, we extend the result to more general evaluation and in particular to the limsup
evaluation proving that all the notions coincides and yield the uniform value. In particular,
even if the decision maker is particularly optimist in the way he is aggregating the payoff, he
can not guarantee more than the uniform value.
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